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Abstract

An inverse thermal problem was considered for two-phase laminar flow in a parallel plate duct. The inlet temperature, which varies
temporally as well as spatially, was estimated when measured temperatures were available at downstream of the duct. In the present
study, the problem is solved through a minimization of an objective function by using two regularization methods, i.e., the iterative con-
jugate gradient method (CGM) and the Tikhonov regularization method (TRM). The effects of the functional form of inlet temperature
profile, the number of the measurement points and the measurement errors are investigated and discussed. The computational accuracy
and efficiency of these two regularization method are compared and discussed.

© 2005 Elsevier Ltd. All rights reserved.

Keywords: Inverse convection problem; Two-phase; Conjugate gradient method; Tikhonov regularization method

1. Introduction

The inverse heat transfer problems have numerous
applications in various branches of science and engineer-
ing, but the inverse problem cannot be directly solved
due to their ill-posed nature. The ill-posed nature renders
many algorithms used for direct problems inapplicable to
inverse problems, so that special numerical techniques
must be employed to stabilize the results. Among others,
commonly used technique is the regularization method.
There are two kinds of regularization method, the conju-
gate gradient method (CGM) and the Tikhonov regulariza-
tion method (TRM). The CGM solves the inverse problem
in iterative manner. It requires a solution of the direct
problem, the sensitivity problem and the adjoint problem
[1]. On the other hand, the TRM is a procedure which
modifies the objective function by adding smoothing fac-
tors that reduce the influence of measurement errors [2].
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Whereas the inverse conduction problem can be found
quite often in the literatures or books, but the inverse con-
vection problem is relatively less. Huang and Ozisik [3]
solved the inverse convection problem to estimate the wall
heat flux in laminar and forced convection flow from the
temperature measurement in the domain. They solved it
using CGM with adjoint problem and sensitivity problem
while neglecting the axial conduction. For the same condi-
tion, Liu and Ozisik [4] considered the inverse convection
problem to estimate the spatially varying inlet temperature
profile in the laminar duct flow. The temporally varying
inlet temperature profile was predicted from the tempera-
ture measurement by Bokar and Ozisik [5]. In 1996, Liu
and Ozisik [6] extended the inverse convection problem
to the turbulent forced convection problem. The problem
of a timewise and spacewise variation of the wall heat flux
was unraveled by Machado and Orlande [7] in a parallel
plate channel.

Until now, many inverse heat convection problems
including the above mentioned literatures have been related
to the one-phase flow. In this study, however, two-phase
laminar flow is considered so that the gas temperature is
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Nomenclature

Ay particle’s surface area, m>

c specific heat, J/(kg K)

d;3 particle’s diameter, m

d direction of descent at kth iteration, Eq. (13)
o particle’s volume fraction

F inlet temperature distribution

h convective heat transfer coefficient

height of duct

regularization matrix, Eq. (23)

the number of points which are to be determined
conductivity, W/(m K)

duct length

the number of sensors

number density of particle, m™
non-dimensional variable, Eq. (3j)

n  non-dimensional variable, Eq. (3k)
non-dimensional variable, Egs. (3h) and (31)
non-dimensional variable, Eq. (3g)
objective function, Eq. (5)
temperature, K

T sensitivity function satisfying problem (6)

velocity, m/s

measured temperature, K

sensitivity coefficient, Eq. (26)

sensitivity matrix, Eq. (25)

3
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Superscripts

k number of iteration

* non-dimensional variable
0 guessed value
Subscripts

g gas

n inlet

j Jjth boundary point

m mth measurement point
out outlet

p particle

w wall

Greek symbols

s search step size at kth iteration, Eq. (15)

d() Dirac delta function

& convergence criterion

y regularization parameter

e conjugation coefficient at kth iteration, Eq. (14)

A, €& Langrange multiplier satisfying problem (8)
] non-dimensional temperature

p density, kg/m’®

g standard deviation

w random number

in thermal non-equilibrium with the particle temperature.
Inlet temperature, which varies temporally as well as spa-
tially, is determined by using two regularization methods
mentioned above, given temperature measurements at
downstream in the domain.

2. Formulation
2.1. Conjugate gradient method
2.1.1. Direct problem
In this study two-phase laminar flow, which is composed

of air and stainless steel in a parallel plate duct, is consid-
ered as schematized in Fig. 1. Stainless steel particles are

Tw ,measurement point
H a

<
Tinj i/

Fig. 1. Schematic of the problem.

assumed uniformly distributed with spherical shape.
Thermo-fluid dynamic properties of gas and particles are
assumed to be temperature-independent. No energy dissi-
pation due to viscosity is taken into account due to low
velocity. Initial gas and particle temperatures are 7, at
t =0, while a temporal temperature variation of F(z,y) is
applied at inlet, x = 0 for ¢ > 0. These two-phase tempera-
ture are then cooled by wall temperature 7%, to reach the
equilibrium temperature 7, at far downstream.

A set of governing equations for gas and particle phases
are given by [8]

pe(1 = fo)ece (§+ u—==-

o1, OT

=k, (axf + ayf) — ANy (Tg — Tp) (la)
Tg(t307y)_Tiﬂ:F(t7y) (lb)
To(t,x,0) =T, (Lc)
To(t,x,H) =Ty (1d)
Tg(t7L7y) - TW (16)
Ty(t=0,x,y) =Ty (1f)

or oT

PpfpCp <6—tp+ a_p> = —hAxNy(Ty — T,) (1g)
Tp(l,O,y):Tin:F(t,y) (1h)
Ty(t =0,x,y) = To (1i)



Y.K. Hong, S.W. Baek | International Journal of Heat and Mass Transfer 49 (2006) 1137-1147 1139

where the fully developed velocity [9] is represented by

i @) 2

By introducing the following non-dimensional variables:

l‘* _ t * X * y
T Hlupe . H Y T H
T,—T T,—T
O, ="'V g __‘pTw 32
' T — T " T — Ty (3a-c)
u u H
* — 6 * 1 L R _ mean
! Umean Y ( Y )7 ¢ )] ’
Umeant pyC
Pe, = RePr = Umean? Pyl (3f-h)
kg
UmeanH p,C hd hd, H hH
Poy=—2 PP Ny=—P  Nuy=—Lx—=",
P kg kg kg dP kg
. A X )
A= 171; N, = NpH’ (3i-m)

The set of governing equations in non-dimensional vari-
ables are obtained as

, 00
g g
Peg( fp)( at¥ u ax* )

0’e, o6 .

_ (ax*f n 6y*2g> — NugAN'(O, — 6)) (4a)
@g(t*707y*) - @in (4b)
O,(t",x",0) = O, (4c)
@g(t*,x*71> — @W (4d)

L
0, (t*,ﬁ,y* =0, (4e)
Oy (1" =0,x",)") = Oy (4f)
00 , 00 o
Pepfp (F*p + a " ) = _NMHApr(@p - @g) (4g)
O,(t,0,y") = Oy, (4h)
O, =0,x",y") =06y (41)

From now on, non-dimensional variables are expressed
without an asterisk and non-dimensional temperature @,
and @, will be expressed as T, and T}, for convenience.

2.1.2. Inverse problem

For the inverse problem the inlet temperature profile
F(t,y) is regarded as unknown and is to be estimated by
using the temperature measurements of M sensors located
at appropriate locations (X,,,1,,), m=1,..., M inside the
duct. The CGM is applied to minimize the following
functional:

F(t,y) = /ttotf > Walt,x,y) —

Ty(t, %, v,3 F(2,9))] dt

(5)
where, Y;,, and T, are measured and estimated gas temper-
ature at the measurement locations. The estimated temper-

ature Ty is the solution of the direct problem by assuming
the inlet temperature profile F(¢,y). Two auxiliary prob-
lems are also required for the successful implementation
of the CGM: the Sensitivity Problem and the Adjoint
Problem.

2.1.3. Sensitivity problem

To obtain the sensitivity problem, it is assumed in the di-
rect problem that when F(¢,y) undergoes a small increment
AF(t,y), the temperature 7, and T, change by AT, and
AT,. Therefore, by replacing F,y) by F(t,y) + AF(t,y),
Ty by Ty + AT, and T, by T}, + AT}, in the direct problem
(4) and then subtracting Egs. (4) from it, the following sen-
sitivity problem is obtained:

OAT,  OAT
ret ) (T 5
2 2

(a a?: ¢ AT ) — NuyApny (AT — ATY) (6a)
ATy(t,0,y) = AF (t y) (6b)
AT,(t,x,0) =0 (6¢)
AT,(t,x,1) =0 (6d)
AT, t,%,y) ~0 (6¢)
AT (t=0,x,y) = (6f)
Pe,f, (aAatT" + uang") = —NuyApny, (AT, — AT,) (6g)
ATy(2,0,y) = AF(y) (6h)
AT,(t=0,x,) =0 (61)

2.1.4. Adjoint problem and gradient equation

To derive the adjoint problem, Eqs. (4a) and (4g) are
multiplied by the Lagrange multipliers A(z,x,y) and
&(t,x,y). The resulting expression is integrated over the
time and space domain, and then added to the right-hand
side of Eq. (5) to yield

s = [ S W (t,0,9) — Talt,m s Flt )

m=1
[ L
x=0
*T, ©°T
g
+ (ax2 * ) NuyApN,(Ty — Tp)} dxdydr
st [ oT, or
+ i X, —Peyf, L + uip)
/r:O /x:() [:0 (v.5) L pfp( ot ox

Tg)} drdydr (7)

—Peg(l —fp)(wﬁ‘”g

— NM[]Apr(Tp

Next, the variation AS[F(t,y)) of Eq. (7) is obtained. After
some algebraic manipulations, the resulting expressions are
allowed to go to zero. From them, the following adjoint
problem is obtained for the determination of the Lagrange
multiplier A(¢,x,y) and &(z, x, y)



1140 Y.K. Hong, S.W. Baek | International Journal of Heat and Mass Transfer 49 (2006) 1137-1147

ai Yl )
Pey(1 fp)< a) + (@“La 2) — Nuy AN, (5 — &)

+ E:Z[Tg —Y]6(x —xn)0(y—y,) =0

(8a)

A(t,0,y) =0 (8b)
At,x,0)=0 (8¢)
At,x, 1) = (8d)
z(zé,y) 0 (8¢)
Mt=tr,x,y)=0 (8f)
Pe,f, (Gf + u%) — NuyA,N,(E—1)=0 (8g)
() =0 (3h)
S(t=tr,x,y)=0 (8i)

where J() is the Dirac delta function and the variation
AS[F(t,y)] is determined as

=ty 1
renl= [ [ {rasucteon)

+ W}AF(L)/) dydt 9)
x

We note that AS[F(¢,y)], by definition, is given by

;o

asiee) = [ [ VSEeIaFey a0
y=0

From comparison of Eq. (2.9) with (2.10), we conclude that

VS[F(t,y)] (11)

= Pepfpui(taoay) +a

1,0,y

This is the gradient equation that relates the gradient of
the functional S(F(z,y)) to the Lagrange multiplier
Mt,x,y) and (2, x, ).

2.1.5. Iterative procedure

Assuming that the functions Ty, Ty, AT, AT}, A(1,X,Y),
&(t,x,y) and VS[F(t,y)] are available at the kth iteration,
the iterative procedure is performed as follows. The bound-

ary temperature at step k£ + 1 is computed from

F* (t,y) = F¥(t,y) — B'd"(1,y) (12)
where d” is the direction of descent, determined from
d“ = VS[F (1, y)] + y*d*! (13)

and the conjugation coefficient y* is obtained from the

Fletcher-Reeves expression [1] as
—tr = 2
I5 o {VSIF (£,)]} dydr

V=—=5 — - with 1 =0 (14)
S22 AVSIF ()]} dvde

The search step size f* is obtained by minimizing the func-
tional given by Eq. (5) with respect to * such that

0 D [Te(t, %0, 3, FE(1,9)) = Y AT (8,3, ,,d°) dt

Bk _ m=

M
J;‘t::(;/ X_:I[ATg(xrmymi dk)izdt
(15)

where ATy(t, X, Vs d) is the solution of the sensitivity
problem (6) which is obtained by setting AF(¢,y) =

2.1.6. Discrepancy principle for stopping criterion
If the problem contains no measurement error, the tra-
ditional check condition is specified as

S(F*'(t,y)) < & (16)

where the value of the tolerance ¢ is chosen so that suffi-
ciently stable solutions are obtained. However the observed
temperature data contains measurement errors. As the esti-
mated temperatures approach the measured temperatures
containing errors, a large oscillation may appear during
the minimization of the function (5) in the inverse solution,
resulting in an ill-posed nature character for the inverse
problem. However, the CGM may become well-posed if
the discrepancy principle is used to stop the iterative proce-
dure. When the residuals between measured and estimated
temperatures are of the same order of magnitude of ¢ such
that

| Y(tmeasured » Xmeasured » Vmeasured )

- T(tmeasured;xmeasuredaymeasured)i o (17)

where ¢ is the standard deviation of the measurements
which is assumed to be a constant, the following expression
is obtained for stopping criteria ¢ by substituting Eq. (17)
into Eq. (5)

M =t
SZZ /azdt:Mt o’ (18)
m=1 /=0 !

Then the stopping criterion is given by Eq. (16) with ¢
determined from Eq. (18).

2.1.7. Computational procedure
Suppose an initial guess F°(1,y) is available for the func-
tion F(t,y). Set k =0 and then

Step 1. Solve the direct problem in order to compute 7,
and T,

Step 2. Check the stopping criterion. Continue if not
satisfied.

Step 3. With T, and measured temperature Y;,, solve the
adjoint problem (8) and obtain variable A(¢,x,y)
and (¢, x,).

Step 4. With A(t,x,y) and &(¢,x,y), compute the gradient
vector VS[F¥(t,y)] from Eq. (11).
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Step 5. With the gradient VS[F¥(z,y)], compute 7* from Eq.
(14). Then compute the direction of descent d* from
Eq. (13).

Step 6. Set AF* =d* and solve the sensitivity problem (6)
to obtain AT(t,x,y; dk).

Step 7. With ATy(t,x,y; d"), compute the search step size
p* from Eq. (15).

Step 8. With the search step size * and the direction of the
descent d¥, compute the new estimate F*''(z,y)
from Eq. (12). And return to Step 1.

2.2. Tikhonov regularization method
2.2.1. Direct problem
The direct problem would be the same as that for conju-
gate gradient method.
2.2.2. Inverse problem

The objective of this method is to minimize the follow-
ing functional

SEE) = [ W) = Tyt Flep) P

(19)

12F
z SN
5 N
> . NN
£ osf I'.'i.'gg N
N
g WA
it
02f ';55 \
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05k
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Fig. 2. Two test cases. (a) Sinusoidal variation. (b) Stepwise variation.

Here, the objective function can be modified by adding the
following regularization term

7IIF? (20)

where y is called the regularization parameter. It is deter-
mined by using L-curve method [10,11]. The L-curve meth-
od is sketched in the following:

Define the following curve

2
L={(olF["), ¢(S(F(1,»))) : v > 0} (1)
The curve is known as L-curve and a suitable regulariza-
tion parameter y corresponds to a regularized solution near
the ‘corner’ of the L-curve.

Regularization term must be discretized and added to
the objective function, yielding
S(F(1,7)) = (Y = Tg) (Y = Ty) + y(HoF)" (HoF) (22)
The square matrix Hy is referred to as a regularization
matrix.
Hy, =1 (I:J xJ indentity matrix) (23)

The boundary temperature can be found by minimizing
S(F(t,y)) which can be accomplished by matrix differentia-
tion with respect to the unknowns, yielding

11

Gas Temperature
———— Particle Temperature

09

Nondimensional Temperature

Gas Temperature
N A ———— Particle Temperature

Nondimensional Temperature
T

(b)

Fig. 3. Temperature difference between gas and particle. (a) Test (1). (b)
Test (2).
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{Z'Z + H{H)}F = Z" (Y - T)) + Z'ZF’

(24)

where Z is the sensitivity matrix which is expressed by fol-

lowing expression.

(Z), (Z,); (Z)!
7= (Zg)rln (Zg){n (Zg);
| (Zo)y (Ze))y (Ze) |

2.2.3. Sensitivity coefficient

Sensitivity matrix is composed of sensitivity coefficients.

Each sensitivity coefficient is defined by

0(Te) o(T5)

Jo_ m J — m

J J

j=1-J, m=1-M

(26)

where j refers to the boundary point associated with the
unknown inlet temperature, whereas m refers to interior

location of measurement point.

F(t,y)

L B B B B B L

(@

0.8

F(t,y)

0.6

0.4

0.2

LI LA L B A B A B

(b)

Fig. 4. Results obtained by conjugate gradient method for ¢ = 0.0 K.

Number of measurement points =5 (a) and 11 (b).

The equation set of them can be obtained by differenti-
ation of the direct problem (4) with respect to the unknown
boundary temperature F(z,y), which gives

F(ty)

(@)

F(ty)

(b)

0.8

0.6

0.4

0.2

0.8

0.6

0.4

0.2

7 —

——
77—
7

 ——

——

—7
7—7—7/

 —
———F—
e —

LI LA B B B L A L B

LI LA L B B A A A B

Fig. 5. Results obtained by Tikhonov regularization method for ¢ =
0.0 K. Number of measurement points =35 (y = 1.68 x 107%) (a) and 11
(y = 1.008 x 107%) (b).

IIS(F)II2

y=1.008x107

1L I
10000 20000 30000

IIF(L,x)I12

Fig. 6. The L-curve for the test case (1) for 11 measurement points and

d=0.0K.
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o(zyY  0(zpY o' (z,y O (Zy)
rt =) (5 e) - (R )
— Nuy Aoy (Zg) — (Z,)) (27a)
(Zg)j(t,O,y) _ { 1, ify bel'ongs to position of j (27b)
0, otherwise
(Zg)j(tax7 O) =0 (27C)
(Zg)j(taxa 1) = (27d)
L
(Zg)] t7H,y> = O (276)
(Zg)j(t = O,X,y) =0 (27f)
e R T CNEAD
(27g)
1, if 1 iti f
(Z,Y(0,0,5) = { , if y be .ongs to position of j (27h)
0, otherwise
(Zp)j(t = O,X,y) = O (271)

F(t,y)

LA N S B B A B A B B N B B A B

(a)

F(t,y)
——

(b)

Fig. 7. Results obtained by conjugate gradient method for ¢ = 0.0 K.
Number of measurement points =5 (a) and 11 (b).

2.2.4. Computational procedure

Step 1. Calculate sensitivity coefficient from Eqgs. (27) and
construct sensitivity matrix Z.

Step 2. Assume the initial value for the regularization
parameter 7.

Step 3. Set F°(t,y) = 0 as an initial value.

Step 4. Calculate T, from Egs. (4).

Step 5. With sensitivity matrix Z and estimated tempera-
ture T, at measuring points, calculate F{(z,y) from
Eq. (24) for various values of regularization para-
meter y.

Step 6. Determine the complete temperature distribution
from Egs. (4).

3. Results and discussion

The computational accuracy and efficiency of the pres-
ent inverse analysis is examined in estimating the unknown
inlet temperature profile. Two test cases have been consid-
ered with simulated measurements Y,casureqd Which includes
some artificial measurement errors. The estimated inlet
temperature is then compared with the exact one without
any measurement error. The channel length is taken long

F(ty)

(@)

F(ty)

(b)

Fig. 8. Results obtained by Tikhonov regularization method for
o =0.0 K. Number of measurement points =5 (y = 2.16 x 1072) (a) and
11 (y = 1.296 x 1072 (b).
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enough to cover the thermally developing region such that
L is 50 m and H is 0.2 m. And the sensors are placed at the
downstream location, x = 0.2 m from the inlet. The air
properties are p, = 0.4975 kg/m’, ¢, =1075J/kg K and
Ky = 0.0524 W/m K. The properties of stainless steel parti-
cle used here are p, = 8238 kg/m?, cp =563 J/kgK and
kp=19.8 W/m K. And the diameter of particle is d, =
100 pm with volume fraction, f, =5.23 x 10”’. The mean
flow velocity, Umean, is 0.1 m/s [8]. The heat transfer coeffi-
cient £ is assumed to be 2.0 W/m? K.

The simulated measured temperature data, Y, casured, aI€
generated by adding some random errors to the computed
exact temperatures as follows:

Y measured = Texact + W0 (28)

where o is the selected standard deviation which takes val-
ues of 4.0 K and 8.0 K, and w is a random number between
—2.576 < v < 2.576 which represents 99% confidence
bound for the measured temperature.

Two types of equations for F(z,y) are selected for the
test cases as shown in Fig. 2:

14

...................... AX = 0.3

exact solution

1.2

0.8

F(t,y=0.5)

0.6

0.4

0.2

(a

- Ax=0.3
exact solution

0.5

F(t,y=0.5)

e
LIS AL AL N N B S S N B S e

-0.5 ! L

o
_
o
N
o

(b) t

Fig. 9. Effect of measurement position using conjugate gradient method
with M = 11. (a) Test case (1). (b) Test case (2).

(1) F(t,y) = 1.071 sin(ny) x sin (n ;) (292)
'
F(t,y)=9/7 (03<y<0.7,8<¢t<17)
@ F(t,y) =0 (elsewhere) (29%)

Here, y and ¢ is non-dimensional variables. The test case (1)
has sinusoidal variation, while the test case (2) has stepwise
variation of the inlet temperature profile.

Fig. 3 shows the two-phase temperature variation along
the centerline of the channel up to 1 m from the inlet when
the time is equal to 12.5. Since the gas is cooled by the wall
first and then the particle is cooled by the gas, the particle
temperature is observed to be higher than that of gas. If the
particle’s volume fraction decreases, the temperature differ-
ence would further increase.

In order to estimate the effect of number of measure-
ment points on the accuracy, an idealized situation, in
which there is no measurement error, i.e., ¢ = 0.0 K, is con-
sidered. Figs. 4 and 5 show the estimated inlet temperature
K(t,y) for the test case (1) when CGM and TRM are,
respectively, employed. The numbers of measurement
points used are 5 and 11. When TRM is applied to the
inverse problem, the regularization parameter has to be
determined. Fig. 6 shows the L-curve and regularization

14r-
F —— Ax=0.1 (y=1.008 x10?)
N — — — Ax=0.2(y=1.008 x10?)
121 Ax=0.3 (y=3.16x 102)
r exact solution
C T
1 Vi N
- / \
& _f A
o 08 \
1 u
>.‘. -
= C
I 06 :-
04
02F
1 1
% 10 20
(a) t
_ —————— Ax=0.1 (y=1.296 x10%)
151 N Ax=0.2 (y=1.296 x107)
L —— Ax=0.3 (y=3.162x 102)
L exact solution
1L
»u-’: L
? 0.5 I
>0
=
w [
0
el | |
0'50 10 20
(b) t

Fig. 10. Effect of measurement position using Tikhonov regularization
method with M = 11. (a) Test case (1). (b) Test case (2).
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parameter, 7 = 1.008 x 1073, for the test case (1) when the
number of measurement points is 11. In this figure, the reg-
ularization parameter corresponds to the corner of the L-
curve. When the number of measurement points is 5, the
regularization parameter becomes 1.68 x 10> which is
higher than previous one. This higher regularization value
represents that more regularization is required to control
the ill-posed characteristics. It is taken for granted that
the estimated inlet temperature is more accurate when the
number of measurement points is 11. Temporal as well as
spatial variation of temperature is shown to be well pre-
dicted by both CGM and TRM, since no measurement
error is involved.

Figs. 7 and 8 illustrate the estimated inlet temperature
for the test case (2). These figures also show that both
CGM and TRM vyield better results when the number of
measurement point is 11. But some wiggling behavior is ob-
served in the results due to its inherent discontinuity in the
step function. Based on this fact, discontinuous function
estimation is considered more difficult to inversely analyze.

In order to find the effect of measurement position, more
results obtained by CGM and TRM are plotted in Figs. 9
and 10 for various measurement positions. These results
are obtained for the case which has 11 measurement points
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Fig. 11. Effect of measurement error using conjugate gradient method
with M = 11. Standard deviation of measurement error =4.0 K (a) and
8.0K (b).

and no measurement error. Figs. 9 and 10 show the esti-
mated inlet temperature distribution along the height of
the duct. Here, Ax denotes the downstream measurement
position from the duct inlet. According to Fig. 9, it can
be found that the CGM’s results are less accurate when
the measurement position is shifted toward the inlet.
CGM uses the gradient information to find the inlet tem-
perature. Since the hot flow starts to cool fast from the
inlet, its gradient is large therein, it becomes harder to
accurately estimate inlet temperature. However, for the test
case (2) with step variation in temperature, it can be found
that when the measurement position is located far from the
inlet, there is more oscillation in solution near the discon-
tinuity. The results for TRM show that the estimated inlet
temperature becomes more accurate when the measure-
ment position is near the inlet. This is because TRM uses
the sensitivity coefficients which are larger near the inlet.
Now, the case with measurement error is to be consid-
ered. The results with measurement error ¢ =4.0 and
8.0 K are plotted in Figs. 11-14 for the number of measure-
ment points of 11. Fig. 11(a) and (b) show the results
obtained by using the CGM for the test case (1) with the
measurement error ¢ =4.0K and o¢=8.0K, while
Fig. 12(a) and (b) represent the results by TRM for the
same test case with measurement error ¢ =4.0 K and
o = 8.0 K. Figs. 13 and 14 are the results for the test case
(2) when CGM and TRM is employed. According to the
figures, it can be found that the results for two test cases
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Fig. 12. Effect of measurement error using Tikhonov regularization
method with M = 11. Standard deviation of measurement error =4.0 K
(y=7.776 x 1073) (a) and 8.0 K (y = 1.296 x 1072) (b).
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Fig. 13. Effect of measurement error using conjugate gradient method
with M = 11. Standard deviation of measurement error =4.0 K (a) and
8.0K (b).

with the measurement error ¢ = 4.0 K are better than those
for the cases with measurement error ¢ = 8.0 K. It is also
noted that TRM produces poorer results than the iterative
method, CGM as observed from the wiggling behavior in
the figures. The results in temporal as well as spatial varia-
tion of temperature for the test case (2), which are attained
by TRM for ¢ = 8.0 K, are the worst, but they still show
stepwise variation.

To compare two regularization methods more precisely,
the accuracy and computational time of CGM and TRM
are listed in Tables 1 and 2 for two cases for which there
are measurement errors involved.

The average error for the inlet temperature profile in
Table 1 is defined as [12]

Average error (%)

=[t§tf J W]/uxg)xmo% (30)

where F(7,y) and F(z,y) denote the exact and estimated
values of inlet temperature and J denotes the total number
of boundary points which have to be determined.

Fig. 14. Effect of measurement error using Tikhonov regularization
method with M = 11. Standard deviation of measurement error = 4.0 K
y=1.296x 1072) (a) and 8.0 K (y = 1.296 x 10~2) (b).

Table 1

Comparison of average error (%)

Method/o Case (1) Case (2)
CGM/4.0K 0.82 7.03
CGM/8.0K 1.13 7.94
TRM/4.0K 6.54 8.14
TRM/8.0 K 7.40 8.53
Table 2

Comparison of computing time (s)

Method/o Case (1) Case (2)
CGM/4.0 K 3446 15,835
CGM/8.0K 2172 13,384
TRM/4.0 K 12,787 12,770
TRM/8.0 K 12,790 12,785

When CGM is used, the average error for the test case
(1) s 0.82% and 1.13%, respectively, for ¢ =4.0 and
g = 8.0 K. But when TRM is employed, the average error
is increased to 6.54% and 7.40% for the same test case.
For the test case (2), the average error of CGM is 7.03%
and 7.94%, while that of TRM is 8.14% and 8.53%. Based
on these results, the accuracy of CGM is observed to be
better than that of TRM.

The computational time is also calculated and compared
for each case in Table 2. The computer used for calculation
is equipped with a CPU of Pentium 4 1.5 GHz. For the
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case of CGM, it takes longer time when the measurement
error is small. For example, the computing time for test
case (1) and case (2) is 3446 and 15,835 s for the measure-
ment error ¢ = 4.0 K. However, for ¢ = 8.0 K, it becomes
2172 and 13,384 s for the same test cases. This is because
the stopping criterion ¢ becomes smaller for smaller mea-
surement error due to discrepancy principle. Also, the com-
puting time for test case (2) is longer than that for test case
(1). Actually, it takes three iterations for measurement
error of 4.0 K and two iterations for measurement error
of 8.0 K to get convergent solutions. But for the test case
(2), it takes 12 iterations and 10 iterations, respectively,
for 6 =4.0 and ¢ = 8.0 K. From these results, it can be
found that CGM needs more iterations and computing
time when the unknown distribution has discontinuity.
For the case of TRM, it takes almost the same computing
time, 1.e., about 12,785 s, for all the cases. This is because
TRM spends most of computing time to calculate the sen-
sitivity coeflicients which are common for all the cases.
Based on these, if the unknown temperature distribution
has no discontinuity, usually CGM takes a shorter comput-
ing time than TRM, since the conjugate gradient method
with adjoint problem does not need to calculate the sen-
sitivity coefficient. But, if there is a discontinuity in the
unknown temperature distribution, the CGM takes much
computing time than the TRM which does not need to iter-
ate, because CGM needs more iterations for convergence.

4. Conclusions

In this study, two regularization methods, the conjugate
gradient method and the Tikhonov regularization method
are used to solve the inverse heat transfer problem for
determining the unknown inlet temperature in two-phase
laminar flow, when measured temperature is available at
downstream of the channel.

The conjugate gradient method with the adjoint prob-
lem, which is one of iterative regularization methods, was
found to provide a more accurate solution than the Tikho-
nov regularization method. But the computing time of
CGM strongly depends on the functional form of un-
knowns, because this inverse method usually needs some
iterations to solve the inverse problem. On the other hand,
the Tikhonov regularization method requires almost the
same computing time regardless of the functional form of
unknowns because in this problem it does not need itera-

tions to solve the inverse problem. Instead, this method
necessitates a calculation of sensitivity coefficients which
requires a long computational time.

It was also found that these regularization methods,
both CGM and TRM, have more difficulties in calculation,
when the unknown temperature profile has a discontinuity
in distribution, thereby inevitably introducing more inaccu-
racy in the solution.
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